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Abstract—Ol Chiki is an Austroasiatic-Santali language used
by the Santhal tribe of India. Despite being one of the official
languages of India, Ol Chiki language still remains marginalized.
Although there exist significant amount of work on recogniz-
ing handwritten characters of several other mainstream Indian
languages (e.g. Hindi, Bengali etc.), very less number of work
have been carried out for this language. In this work, a robust
Handwritten Ol Chiki Character Recognition (HOCCR) system
based on Deep learning has been proposed. Efficacy of the
Histogram of Oriented Gradient (HOG) feature descriptor for
recognizing Ol Chiki characters has been shown. A detailed
comparative study has been carried out using several proposed
prediction models.

Index Terms—Handwritten Character Recognition, Histogram
of Oriented Gradient, Convolutional Neural Network, Support
Vector Machine.

I. INTRODUCTION

Most of the research works in the area of Handwritten
Character Recognition (HCR) are based on the languages
which have the most speakers. For instance, a number of
research works can be found in the English (1; 2), Japanese
(3), Arabic (4; 5), Chinese (6; 7), Bengali (8; 9) languages.
The availability of a good quality dataset in these languages
could be the motivation. The number of works in other Indian
languages like Telegu (10), Meitei Mayek (11), Marathi (12),
Odia (13), Kannada (14), Devnagari (15) are comparatively
very less.

The Ol Chiki language is one of the 22 Scheduled languages
of India !. In the year 1920, Pandit Raghunath Murmu first
conceptualized the Ol Chiki script and gave it the final shape
in the year 1940, providing appropriate writing symbols to
the Santhals (16). The characters of the script are derived/
inspired from the nature including the five basic elements
- fire, soil, water, air, and sky; physical environment and a
number of them are inspired from various postures of everyday
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life. The script is of type alphabetic and is written in left to
right direction. It consists of 30 alphabets - 6 vowels and
24 consonants. Fig. 1 presents the Ol Chiki characters. In
the Unicode Standard 5.1 3, the block for Ol Chiki script is
from U+1C50 to U+1C7F. However, unlike other scheduled

2 0 G @ b
b L U Y
2k QO a
b & ¢ O @
2 00z 2
3D © Y9 O

Fig. 1: The Ol Chiki Script.

languages of India, very few works have been done on this
language using the techniques from Pattern Recognition and
Artificial Intelligence. Daw and Mondal (17) used K Nearest
Neighbor (KNN) and Support Vector Machine (SVM) to
develop Ol Chiki character and digit recognizer. They achieved
87% accuracy rate. Basu et al. (18) worked on Santali speech
data. They have considered only six vowels of this language
in their speech corpus. Following the raising significance of
the language, it was convenient to work on this language so
that advancement can be done in the field of technology too.
Feature extraction is an important step to develop any HCR
system. It extracts important features from the images of the
handwritten characters. These features are fed to the machine
learning models for classification. Over the last few decades
several powerful multipurpose feature descriptors have gained

3The Unicode Standard, Chapter 13.0: Ol Chiki, Unicode Consortium,
Online Available: https://unicode.org/charts/PDF/U1C50.pdf



popularity such as HOG (19), “Scale-Invariant Feature Trans-
form” (SIFT) (20), “Speeded-Up Robust Features” (SURF)
(21), “Local Binary Patterns” (LBP) (22; 23), etc. Researchers
have successfully applied these feature extraction techniques
along with Deep learning for various Indian languages: Kan-
nada (24), Bengali (25), Malayalam (26) etc.

A. Contribution

A deep learning based approach to develop an HOCCR
system has been proposed here. Our contributions have been
summarized below.

o A dataset of handwritten Ol Chiki characters has been
built, cleaned, and pre-processed.

« Efficacy of HOG technique for extracting relevant fea-
tures from the Ol Chiki characters has been established.

o Ideal cell-size of HOG feature descriptor has been deter-
mined.

o Four different character recognition systems have been
developed. Robustness of these systems have been estab-
lished using writer dependent and writer independent test
samples.

Rest of the paper has been organized as follows: Section II
presents the proposed methodology. In Section III, we have
discussed the data collection and data preparation process.
The experimental results have been analysed and presented in
Section IV. The concluding remarks can be found in Section
V.

II. PROPOSED METHODOLOGY

The objective of this paper is to develop a robust HOCCR
system. In this work, four different character recognizer sys-
tems have been developed and their performance have been
compared using two datasets prepared by us. In the first
method, a six-layered CNN has been trained and used for both
feature extraction followed by classification. Here, softmax
layer is responsible for the classification task. In the second
method, similar process has been followed. However, the
softmax layer of the previous model has been replaced by
SVM. Here, SVM has been trained using the CNN features.
In the third method, HOG based feature selection technique
has been used and SVM acted as the classifier. Instead of
using the whole image to train the CNN, HOG features have
been used in the fourth method. Sub-section II-A describes
the procedure for recognizing handwritten Ol Chiki charac-
ters using CNN. The description of a Handwritten Character
Recognition system using HOG feature descriptors and a
Linear SVM classifier has been discussed in Sub-section II-C
and the training process of the CNN with the HOG feature
vectors have been discussed in Sub-section II-D.

A. Handwritten Character Recognition using CNN

The development of CNN is motivated by the visual cortex
part of the human brain. It has very small regions of cells
which are sensitive to specific regions and patterns. The idea
of specialized components in-side a system for performing
specific tasks (like the neuronal cells in the visual cortex) is
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the basic idea behind CNN. In technical terms, CNN takes
an image as input then passes it through a series of layers to
produce an output. In our first proposed method, we have used
six different layers. These layers are: the Convolutional Layer,
Rectified Linear Unit (ReLU), Max Pooling, Flatten Layer,
Dropout Layer, and the Fully Connected Layer. Architecture
of the first method is presented in Fig. 2. The prediction model
obtained from our first method has been named as the CNN
Model. The input layer of our proposed model takes an input
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Fig. 2: The CNN Based Architecture.
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sample of 1001001. The dimensions of the input layer are
height, width, and channel size, respectively. Since we are
dealing with gray-scale images, the channel size has been set
to 1. We have used Convolution2D Layer for our model with a
set of 64 filters. The filter size has been chosen to be 33 with
the stride value as 1. These filters act as feature identifiers.
ReLU layer introduces non-linearity into the system. It is
more computationally efficient than other nonlinear functions
like tanh or sigmoid. Using this layer, the network trains
much faster without sacrificing the accuracy. It also solves
the problem of vanishing gradient. The ReLU layer applies
the Equation 1 to change all the negative values to zero.

f(z) = max(0, z) )

The max pooling layer generally accepts a kernel and a stride
of the same length. It convolves the filter around the input
volume and produces the maximum number in every sub-
region as output. In our proposed model, we have used a 2 x 2
sized kernel and a stride of size 2. Flatten Layer transforms
the feature matrix into a vector which can be fed into a fully
connected layer. The Dropout layer randomly drops out a set
of activations by setting their values to zero. Thus in a way,
it forces the network to be redundant, i.e. even if some of the
weights are dropped out, the network still provides the right
classification for a specific example. It actually reduces the
problem of over-fitting. Our model performed best by setting
the Drop-out layer to 0.8. Finally, the Fully Connected Layer
takes the input from the preceding layer and combines the
local information learned by the previous layers in order to
identify a bigger pattern. We have used three fully connected
layers in our proposed model at various positions including
the last layer. Last layer is the Softmax Layer. It looks at
which high level features strongly correlate with a particular
class and has particular weights so that when the products
are computed between the weights and the previous layer, the
correct probabilities for the different classes are obtained. Thus
for our model, the last fully connected layer produces a vector
as output. Since appropriate number of classes for Ol Chiki
script is 30, dimension of this vector is 30.

The layers of CNN can be grouped into two basic parts with
separate goals: feature extraction and classification. The con-
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volution layers followed by the max-pooling and the activation
functions act as a feature extractors while the classifier usually
consists of fully connected layers, specifically the Softmax
layer. The output extracted from the layer preceding the final
fully connected layer provides feature map of the input. This
feature-map can be easily plugged into another classification
algorithm like SVM, KNN, etc.

B. The CNN-SVM Based Architecture

Since, SVMs are fast and reliable means of discriminating
features, in our second method we have replaced the softmax
layer with a SVM classifier. Fig. 3 presents the architecture
of the second proposed method. The model obtained using
this method has been named as the CNN-SVM Model. We
have used SVMs with different specializations such as Linear
Support Vector Classifier (SVC) having L1 loss function and
L2 regularization, Linear kernel, Polynomial kernel, Sigmoid
kernel, and Radial Basis Function (RBF) kernel; and trained
them using the features extracted by the CNN. Although
Linear SVC and SVC with Linear kernel both uses linear
kernel, their approaches are different for multiclass problems,
resulting into different performance. For multiclass reduction,
Linear SVC uses the One-vs-All, method while SVC with
Linear Kernel uses the One-vs-One method. Also, for multi-
class classification problem SVC fits N x (N — 1)/2 models
where N is the number of classes. Linear SVC, however,
simply fits N models. Linear SVC uses the estimator liblinear
which penalize the intercept for mis-classification but SVC
uses the estimator /ibsvm which do not penalize the intercept.
Moreover, liblinear converges faster than libsvm for linear
problems, which makes Linear SVC solve the problem in very
less time.

=y
.

100x100x1

l’I I

A4
Buljood xepy

nEg

ize

"
pe
&

Fig. 3: The CNN-SVM Based Architecture.

C. Handwritten Character Recognition using HOG feature
descriptors

The histogram of oriented gradients (19), abbreviated as
HOQG, is a very frequently used feature descriptor. The key
advantage of HOG descriptor over other descriptors is that it is
invariant to geometric as well as photo-metric transformations
except for object orientation as it operates on local cells. Such
changes only appear for images having larger spatial regions.
Fig. 4 and 5 show two different input images which have
been fed into the HOG Feature Descriptor along with the
corresponding outputs.

HOG has been used extensively to extract features from
the images and has shown promising result on the tasks of
handwritten character recognition (27; 28; 29). In our third
method, we have used multiple cell-sized HOG feature de-
scriptors to extract the features from our Training-Set samples
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(a) Input Image of Letter “ud”

(b) Output Image of Letter “ud”

Fig. 4: First example for HOG Feature Descriptor.

(a) Input Image of Letter “ep”

aﬁaﬁ:-—-——.-.-*;ls-&-&

(b) Output Image of Letter “ep”

Fig. 5: Second example for HOG Feature Descriptor.

having images of size 100 x 100. The extracted HOG features,
returned as 1 x NN vector, have been used to train a SVM
for the classification of the 30-class Ol Chiki datasets. For
obtaining an efficient recognition rate, we have varied the cell
sizes from 2 x 2 to 8 x 8 and compared the classification
performance for each case. It is worth noting that large-scale
spatial information can be captured by increasing the cell size.
However, the suppression of changes in local illumination
might get reduced as a result of averaging. Once the suitable
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cell size has been determined, we have used the extracted HOG
features to train multiple SVMs such as Linear SVC having L1
loss function and L2 regularization, SVC with Linear kernel,
Polynomial, Sigmoid, and Radial Basis Function (RBF) kernel.
Fig. 6 shows the architecture of the third proposed method
called the HOG-SVM Model.

‘
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Fig. 6: The HOG-SVM Based Architecture.

D. Handwritten Character Recognition using combination of
HOG and CNN

In this proposed method, we have combined the goodness of
HOG and CNN together. Instead of training the CNN network
directly with the whole image, we have trained it with the
HOG feature descriptors. Fig. 7 shows the architecture of
our fourth proposed method where we have used the HOG
feature descriptors to extract the features from the samples
in our Training-Set having size 100 x 100. The output of the
HOG feature descriptor is fed as the input to a 1D CNN. It
takes a two-dimensional input consists of pixels as well as
color channels of an image to learn image features. The CNN
architecture proposed by us consists of Convolutional layer
followed by the layers: ReLU, Maxpooling, Flatten, Fully-
connected or Dense, Dropout, and the Softmax. The model
thus obtained has been referred as the HOG-CNN Model.
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Fig. 7: The HOG-CNN Based Architecture.

III. DATA COLLECTION AND DATA PREPARATION

Since no standard dataset for this language is available yet,
creation of a considerable large dataset was biggest challenge
for us. The task has been divided into two phases - Data
Collection and Preparation.

A. Data Collection

At first, several native as well as non-native writers have
been asked to write few characters of the Ol Chiki script. Then
two groups (i.e. Group 1 and Group 2) have been created in
such a way that writers from both the categories were present
in each group. From Group 1, we have collected 10,080
handwritten Ol Chiki characters, i.e. 336 samples for each
character. From Group 2, we have collected 120 handwritten
Ol Chiki characters, i.e. 4 samples for each character. Thus, in
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total 10,200 samples of handwritten Ol Chiki characters have
been collected. Fig. 8 shows few samples from our collected
data.

D000 D
000000
daaciq
Z333EE
PPPPPF
DDNDD

Fig. 8: Samples from collected Data.

B. Data Preparation

After data collection, all the 10,200 samples of Ol Chiki
characters have been scanned, reshaped into a particular image
size of 100 x 100 and converted into gray-scale. Two datasets
have been created with these samples - Dataset 1 and Dataset
2 - each of them containing all the 10,200 images. A mor-
phological closing operation has been applied on all samples
belonging to Dataset 2 for reducing the noises present in the
images. On the other hand, all the samples present in Dataset
1 have been kept as it is. Thus, the only difference in Dataset 1
and Dataset 2 is that - Dataset 1 contained noisy images while
for Dataset 2 noises were reduced. For both of these datasets,
all the 10,080 samples collected from the writers belonging to
Group 1 have been partitioned into Training-Set and Test-Set
1 in 9 : 1 ratio. Since, the samples in both Training-Set and
Test-Set 1 have been written by the writers from Group 1, Test-
Set 1 can be called as the writer dependent test set. Another
test set, Test-Set 2 have been created for both the datasets
consisting of 120 samples each, written by the writers from
Group 2. Test-Set 2 can be called as the writer independent
test set since, the handwriting samples of these writers have
not been included in the Training-Set.

IV. EXPERIMENTAL RESULTS

In this section, we have reported all the experimental results.
All the models have been developed in Google Colab using
Keras deep learning API. We have used sequential model
along with Categorical Cross Entropy as a loss function and
Adam as an optimizer. We got best results using epoch size of
100. We have compared performance of all the four models on
Test-Set 1 (i.e. TS1) and Test-Set 2 (i.e. TS2) for both Dataset-
1 and Dataset-2. Then suitable feature extractor and classifier
to recognize handwritten Ol Chiki characters have been found
out. It should be noted that while choosing the efficient
HOCCR, we have given more priority to the accuracy obtained
on TS2. Since the TS2 is writer independent, we believe it
resembles the real-world environment. It may be noted that
Accuracy has been used as a performance measurement metric
here (30; 31).
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TABLE I: Performance of the Models based on the CNN
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TABLE III: Performance of the HOG-SVM Models.

Architectures. Dataset 1 Dataset 2
Dataset 1 Dataset 2 SVM Specialization TS1 TS2 TS1 TS2

Model Specialization TS1 TS2 TS1 TS2 Linear SVC 90.97% 82.50% 91.96% 77.50%
CNN Not Applicable | 84.62% | 80.83% | 85.12% | 78.33% Linear Kernel 91.17% | 80.83% | 92.66% | 75.83%

CNN-SVM Linear SVC 7927% | 70.00% | 81.85% | 66.67% Polynomial Kernel | 93.85% | 84.17% | 94.35% | 81.67%

CNN-SVM Linear Kernel 85.52% | 74.17% | 87.10% | 71.67% RBF Kernel 92.66% | 83.33% | 92.76% | 81.67%

CNN-SVM | Polynomial Kernel | 82.14% | 75.00% | 85.81% | 71.67% Sigmoid Kernel | 79.66% | 72.50% | 80.56% | 69.17%

CNN-SVM RBF Kernel 85.42% | 75.00% | 87.60% | 71.67%

CNN-SVM Sigmoid Kernel 85.22% | 75.83% | 87.60% | 73.33% TABLE IV: Accuracy Table

TABLE II: Performance of HOG with Linear SVC on the basis
of cell sizes.

Dataset 1 Dataset 2
Cell Size | Feature Length TS1 TS2 TS1 TS2
2 %2 4356 84.03% | 70.83% | 87.40% | 68.33%
3x3 8100 87.60% | 76.67% | 89.58% | 69.17%
4x4 11664 88.59% | 78.33% | 90.28% | 73.33%
5x%x5 14400 90.77% | 80.00% | 91.37% | 74.17%
6 X 6 15876 90.97% | 82.50% | 91.96% | 77.50%
7TxT7 15876 91.67% | 79.17% | 92.16% | 72.50%
8x 8 14400 87.80% | 80.00% | 90.08% | 72.50%

A. Experimental Results using CNN Based Architectures

Experimental results obtained using the handwritten Ol
Chiki character recognition systems based on CNN and the
CNN-SVM Models have been presented here. These models
have been described in the Sub-section II-A. The results have
been presented in Table I. Our proposed CNN-SVM Model
has achieved the best result using the Sigmoid Kernel. The
CNN-SVM Model using Linear SVC has performed most
poorly. Although for Test-Set 1 of Dataset 1, the CNN-
SVM Model with Linear Kernel has given the best result,
but considering the overall performance of all the CNN-SVM
models on all test cases, the CNN-SVM Model with Sigmoid
Kernel has been chosen as the best.

B. Experimental Results using HOG Based Architectures

This section describes the experimental results obtained
using HOG-SVM Model to recognise handwritten Ol Chiki
characters. For obtaining the best result for the HOG-SVM
Model, we have varied the cell sizes of the HOG feature
descriptor from 2 x 2 to 8 x 8 described in Sub-section II-C.
Since for our CNN-SVM Model the Linear SVC gave the
worst performance, we have first checked the performance
of the HOG features with Linear SVC. Table II presents the
behavior of HOG-Linear SVC Model when cell size has been
varied. The best performance has been achieved with cell size
7 x 7 for Test-Set 1 (i.e. TS1) and cell size 6 x 6 for Test-
Set 2 (i.e. TS2). Since we have given more priority to TS2
than TS1, we have selected the cell size 6 x 6 for the HOG
feature descriptor for both the datasets. We have extracted the
HOG features with cell size 6 x 6 and trained it with different
specializations of SVMs whose results have been shown in
Table III. Unlike the CNN-SVM Model where the Sigmoid
kernel gave the best results, in case of HOG-SVM Model the
worst result has been obtained on all the test cases using the
SVM with Sigmoid kernel. However, the best result has been
obtained using the Polynomial kernel.

Institute of Science, BHU Varanasi, India

Dataset 1 Dataset 2
Models TS1 TS2 TS1 TS2
CNN 84.62% | 80.83% | 85.12% | 78.33%
CNN-SVM | 85.22% | 75.83% | 87.60% | 73.33%
HOG-SVM | 93.85% | 84.17% | 94.35% | 81.67%
HOG-CNN | 92.26% | 92.50% | 93.55% | 89.17%

C. Discussion

Table IV presents the results obtained by all the four
proposed models on Test-set 1 and Test-set 2 for both Dataset
1 and Dataset 2. Based on the overall obtained results the
following observations have been made.

« For all the models, the accuracies obtained using writer-
dependent test cases are better for the noiseless dataset
while the accuracies of the writer-independent test cases
are better for the noisy dataset. Thus, it establishes the
fact that all the models are doing better generalization
and fault tolerance when they have been trained with
noisy handwritten dataset (32). The little distortions in
the pixels of the sample images are adding more varia-
tions and in a way acting as a regularization technique
and hence, preventing the models from overfitting the
handwriting of the writers (33). Bishop (34) showed
that presence of noise in training data may introduce a
regularization effect (i.e. Tikhonov Regularization) in the
neural network model. It actually increases robustness of
the model. Given the noise variance parameter is small,
the noises have a similar effect on the loss function. The
random noises present in the samples force the network
to memorize the training sample less because they are
changing all the time. Finally, it results into a very
robust neural network with low generalization error (35).
These noises also act like new samples which have been
created from the known samples. Thus, introduction of
noise to input samples may also be treated as a form
of data augmentation (36). This, in turn, carries out a
smoothing effect in the structure of the input space. This
smoothing technique helps to learn the mapping function
more easily. So, this ensures better and faster learning.

e The results were improved when the CNN had been
trained with the HOG features (i.e. HOG-CNN) instead
of whole images. Thus, it shows that by training the CNN
network with only relevant information of the image,
instead of the entire image, has improved the performance
significantly.

e Out of all the models, the HOG-SVM Model gave
the best result on Test-Set 1, i.e. the writer-dependent
test case, for both Dataset 1 and Dataset 2 which also
confirms the fact that SVM performed better with HOG
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features than with the CNN features. Moreover, the best
result on Test-Set 1, i.e. 94.35%, has been obtained
with this model on Dataset 2, i.e. the noiseless dataset.
However, the accuracies obtained on Test-Set 2, i.e. the
writer-independent test case, for both the datasets are very
low in comparison to any HOG-CNN based models.

« For writer-independent test cases, i.e. Test-Set 2, of both
the datasets, the best performance has been returned
by the HOG-CNN Model. Moreover, the best result
on Test-Set 2, i.e. 92.50%, has been obtained on the
dataset having noisy images, i.e. Dataset 1 by the HOG-
CNN Model. This is due to the primary property of the
max-pooling layer which builds up tolerance to severe
distortions. Pooling allows the features to move around,
relative to each other. Since this pooling takes place at
multiple levels, the low-level features are allowed to shift
by small shifts while the high-level features can shift
dramatically without affecting the confidence score much.
This makes the CNNs very robust (37).

o Considering all the results and observations we can
conclude that the performance of the HOG-CNN Model
is much better than any other models as the learning made
by this model is able to classify the Ol Chiki characters
irrespective of any handwriting. For the HOG-CNN
Model, we have obtained the percentage of confidence
with which the class prediction is being made. For this,
we have randomly selected one sample from each class
from Test-Set 2 of Dataset 1. The complete output in
form of a video can be found here !. For 25 classes, the
confidence varied between 96%-100%. For the remaining
classes, the confidence varied between 75% to 90%. The
lower confidence in few of the characters have been
occurred because of the presence of another character
which is similar to it. For instance, the character “lu”
is very similar to the character “aak” and hence the
class prediction for “lu” is done with 88% confidence
for character “lu” and 12% for confidence for character
“aak”. Similarly, the class prediction for “ov” is done
with 76% confidence for character “ov” and 24% for
confidence for character “aaw”, which are again very
similar to each other. These characters are presented in
the Fig. 9.

V. CONCLUSION

A deep-learning based framework for recognizing hand-
written Ol Chiki characters has been proposed here. Two
handwritten Ol Chiki character datasets - Dataset 1 and Dataset
2 have been created by us, consisting of noisy and noiseless
sample images respectively. We have proposed four different
prediction models. These models have been trained and tested
using both these data sets. Moreover, we have run all the
models with various parameters to obtain the best results
on each of them. The results obtained by us showed that
training the model using the noisy dataset resulted into a more
generalized performance than that using the noiseless dataset.
For writer-dependent test cases, the best result has been

Ihttps://youtu.be/sYjGRVE-3hw
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Fig. 9: Character “Iu”, “aak”, “ov”, and “aaw”

obtained by the HOG-SVM model. However, its performance
for the writer-independent test cases for both the datasets were
comparatively poor, leading to the finding that performance
of the HOG-SVM model is highly dependent on the hand-
writing of the writers the model has been trained with. For
writer-independent test case, the best result has been obtained
by the HOG-CNN Model. Also, similar performance have
been achieved for the writer-dependent test case for both the
datasets using the HOG-CNN Model. Moreover, our results
indicate that the CNN performed better when trained with the
HOG features instead of the whole image. Considering the fact
that the Ol Chiki character recognizer should be robust, i.e.
it should be able to recognize characters of any handwriting,
the HOG-CNN Model has been chosen as the best one for
classifying all the Ol Chiki Characters. As our present work
has been limited to offline classification of the handwritten Ol
Chiki characters, in the future this research can be extended for
recognition of online Ol Chiki handwritten characters and the
development of an Ol Chiki language model. Other recently
proposed deep learning techniques (e.g. few-shot learning,
liquid neural network etc.) can also be studied to improve
the recognition rate.
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