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Abstract: Detection and classification of cancerous tissue from 

histopathologic images is quite a challenging task for pathologists 

and computer assisted medical diagnosis systems because of the 

complexity of the histopathology image. For a good diagnostic 

system, feature extraction from the medical images plays a crucial 

role for better classification of images. Using inappropriate or 

redundant features leads to poor classification results because 

classification algorithm learns a lot of unimportant information 

from the images. We propose hybrid feature extractor using 

different feature extraction algorithms that can extract various 

types of features from histopathological image. For this study, 

feature fused Convolution Neural Network, Gray Level 

Cooccurrence Matrix, and Local Binary Pattern algorithms are 

used. The texture and deep features obtained from these methods 

are used as input vector to classifiers: Support Vector Machine, K-

Nearest Neighbor, Naïve Bayes and Boosted Tree. Prediction results 

of these classifiers are combined using soft majority voting 

algorithm to predict final output. Proposed method achieved an 

accuracy of 98.71%, which is quite high as compared to previous 

similar research works. Proposed method was capable of 

identifying most of cancerous histopathology images. The 

combination of deep and textural features can be potentially used 

for creating computer assisted medical imaging diagnosis system 

that can detect cancer from histopathology images timely and 

accurately. 

Index Terms: Oral cancer, histopathology, convolution networks, 

feature extraction, fused features, texture features, classification. 

I. INTRODUCTION 

Oral cancer is the sixth biggest cancer in the world and the 

second most threatening cancer in India. According to a report 

oral cancer contributes to about 0.3 million deaths annually. Due 

to such high death rate researchers and doctors have identified 

some high risk factors that co-relate to the occurrence of oral 

cancer and oral pre-cancer. Highest ranked risk factors include 

prolonged tobacco usage and daily alcohol drinking habits; 

Second highest risk factor among Indians includes beetle nut 
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chewing and unhealthy eating habits [1]. Oral cancer has been 

growing at a very rapid rate almost double occurrence rates after 

every three years; thus, its timely and accurate diagnosis can 

increase the survival period of patients.  

According to the available statistics on oral cancer, the 

survival rates of oral cancer patients are not very good, only 

30% survival rate. Oral cancer becomes more dangerous because 

after timely diagnosis of oral cancer there is not very significant 

improvement in survival rates, just an increase of 10% to 15 %. 

Squamous cell carcinomas are the most commonly oral cancer 

diagnosed accounting to almost more than 90% of all cases 

among oral malignancies. The symptoms for early stages of oral 

cancer may be whitish or reddish areas in mouth cavity, any 

injury, sore, blister or unusual development which does not go 

away after 2 week time, pain when swallowing, The tissue 

changes that occur in oral cancer are: loss of polarity, maturation 

of cells from basal to squamous cells in an unordered manner, 

unusual increased cellular density, premature keratinization and 

keratin pearls in deep epithelium layer etc. [2].  

In recent years a significant increase in the cancer cases has 

attracted the attention of many researchers to automatic 

histopathological image analysis [3]. With the new and advanced 

medical imaging technologies data capturing in the medical 

domain has become so much easy. The data produced by these 

technologies is still very complex even experts of the domain 

need to invest a considerable time to give final diagnosis results. 

Such huge amount of data needs very huge time and effort to 

cleanse and filter because, not all data is important we only need 

relevant information and excluding any irrelevant data from this 

huge data. Thus, the need for robust feature extraction and 

selection methods has been a field of great opportunities for 

researchers working in medical image analysis domain. Many 

researchers have proposed some novel methods and some have 

used traditional features extraction and selection algorithms for 

the computer diagnostic systems depending upon the type of 

medical imaging data. Some researchers have proposed use of 
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textural features, color based features, shape features, wavelet 

based features, geometrical features etc. on medical images. 

These features provide useful information that helps in accurate 

classification of these images. The most important task in feature 

extraction task is to decide the optimal feature that can enhance 

the performance of classification algorithm by giving it most 

relevant information.  In this research work, a hybrid feature 

extraction and selection technique are proposed that will 

enhance the classification accuracy of histopathology images. 

The histopathology images take quite a long time to be 

examined by experts. Machine learning methods along with 

image processing methods are being used by many researchers 

to create a robust computer aided medical image diagnosis 

system. These methods help the expert to timely and accurate 

analysis of the image [4]. One more issue with medical image 

diagnosis is that different feature extraction algorithms can 

affect the classification results for the same image [5].  In this 

research article classification of normal tissue and cancerous 

tissue of oral cavity has been done with the help of hybrid 

features. The tissue images from histopathology slides were 

captured and labeled with the help of the expert. Feature 

extraction algorithms such as CNN, GLCM and LBP feature 

extraction algorithms have been used in this research article. 

Features extracted with each of these algorithms are applied to 

classification algorithms SVM, KNN, Naïve Bayes and 

Boo7sted Tree. Combinations of these feature extraction 

algorithms are also used with classification algorithms to check 

its effect on performance of classification algorithms.  

The remaining article is divided into following sections: 

section 2 will provide a brief description of material and 

methods used in this research article. In section 3 results will be 

presented that were recorded after the experimentation. In 

section 4 discussion will be presented followed by ablation study 

regarding the different feature sets used in experiment. Finally in 

section 6 conclusion of the research carried out in this research 

article is presented.  

II. LITERATURE REVIEW 

 It is a well-established fact in machine learning and image 

classification tasks that better features are always a guarantee 

better classification results and medical image classification is 

no exception. Since the histopathology images are very complex 

so it may not be not possible to capture all the details with a 

single feature extraction method. Also, combination of more 

than one types of features have shown exceptional performance 

in classification of medical images. We investigated the 

efficiency of traditional textural features in combination with 

state-of-the-art deep features for detection and classification of 

cancer from oral histopathological images. Chatterjee et al. in [6] 

investigated the application of different feature extraction 

methods and concluded that statistical and cyto-morphological 

features when used together can identify various pre-cancerous 

lesions and oral cancer from histopathology images. Sometimes 

only one type of features are sufficient to classify images which 

are simple or when the classes are few in which images are to be 

classified. Chodorowski et al. in [7] showed that combination of 

colour, size and shape features extracted from histopathology 

images of oral lesions can be used for classification of 

Leukoplakia, erythroplakia, oral sub mucous fibrosis. They 

emphasized on the extraction of more discriminative features 

from colour spaces for better classification. In [8], Hu et al. 

proposed an automated model that is able to classify various 

types of tumors in a given computed tomography image. Author 

used anisotropic diffusion method for removal of noise and 

improving image quality by enhancing borders of objects. First 

order algorithm was used for extracting 5 textural features 

(mean, standard deviation, third moment, uniformity, 

smoothness, and entropy) whereas gray level run length matrix 

also extracted 7 more features. They employed SVM as 

classifier for feature vector obtained and achieved an accuracy of 

90.11%, with 87.5% specificity and 92.16% sensitivity. 

Sometimes the selection of machine learning algorithm also 

results in poor classification results so we can use multiple 

classifiers for that purpose. In [9] Das et al. proposed similar 

methodology where an ensemble classifier was used to classify 

keratin pearl from histopathology images. Author extracted 

textural features using Gabor filter. In [10], Krishnan et al. 

proposed textural feature characterization for the detection of 

abnormalities in oral mucous. Author used multiple methods to 

extract features: discrete wavelet, Fractal dimension, Brownian 

motion curve, Gabor filters, and local binary pattern. Author 

used SVM classifier to classify three different tissue types from 

oral mucosa. Chang et al. proposed the use of clinicopathologic 

and genomic data for the prognosis of oral cancer in [11]. 

Author extracted features by using a hybrid approach by 

combining Pearson correlation Coefficient, genetic algorithm, 

Relief-F, Pearson’s correlation coefficient and genetic algorithm 

(CC-GA), and ReliefF and genetic algorithm (ReliefF-GA). 

ANFIS was used for classification with AUC of 0.90 score. 

Proposed method has achieved very good classification accuracy 

in classification of cancerous and normal tissue images. This 

proposed method uses both traditional handcrafted textural 

features from GLCM and LBP algorithms as well as new deep 

learning approach. Proposed algorithm can extract both minor 

textural differences as well as colour and shape information from 

histopathology images. This proposed method can be a potential 

CAD that can serve as a very useful second opinion to expert 

pathologists. Since the availability of pathologist is very limited 

in small towns and remote areas, this method can also be used as 

remote diagnostic tool that will screen the biopsy images of 

patients and prompt the patients whether consultation of expert 

pathologist is needed or not.     

III. DATA AND METHODS USED 

The data used in this research work is collected from Govt. 

Dental College and Hospital, Jammu, India. Well labeled 
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histopathology slides of 53 patients suffering from oral 

malignancy were collected. The collected histopathology slides 

were further analyzed under camera fitted microscope so that 

these slides can be subjected for quality assessment of slides. 

Nikon NIS F 3.2 was used for capturing images from the 

histopathology slides. Images were captured at 40X, 100X and 

400X zoom but only 4ooX images were considered for this 

experiment as it shows cell and other biological structures in 

tissues clearly. Captured images were assessed by the expert 

pathologist and according to the comments of expert pathologist 

images were included or excluded from dataset. It took a time of 

8 months approximately for collection, filtering and labeling of 

images, A total of 1475 histopathology images were collected 

out of which 163 samples were very poor and hence neglected, 

so a total of 1312 images were used in this research. Each of 

these 1312 labeled images were divided into 8 patches with 

dimensions of 128*128 pixels. A total of 10,496 labeled images 

were obtained which constituted the final data set. Out of 10,496 

images 5779 images were of cancerous tissue and rest 4723 

images were normal tissue images. Images were preprocess with 

Gaussian smoothing [12], so that the unwanted noise may be 

reduced from images.   

Histopathological images are very large images and contain a 

lot of information. The processing of such large images is very 

exhaustive and time-consuming process. To avoid such 

exhaustive and time-consuming laborious work we divided the 

images into smaller patches and then the feature extraction 

applied on each patch. These image descriptive feature matrices 

obtained from feature extraction process are classified by 

classification algorithms. After preprocessing following feature 

extraction methods are used: 

A. Convolution Neural networks 

Commonly known as CNN is a state-of-the-art neural 

network. It has proved to be one of the best tools for image data 

analysis. Many researchers have used CNN and its variants for 

medical image data analysis. CNN can effectively extract 

features and classify the images with very good accuracy rates. 

The only thing is that it needs huge amount of data for its 

training and for medical imaging data the huge amount of data is 

not available sometimes. CNN belongs to feed forward neural 

networks which can be expressed as: 

f (x) =fN(fN−1(fN−2 ...(f1(x))))    (1) 

Where N is number of hidden layers in network, and f(x) is 

the function to be carried out in the corresponding layer. In a 

typical CNN model, the main layers include a convolutional 

layer followed by activation layer followed by pooling layer and 

finally fully connected layers and predication layer. 

Convolutional layer is composed of multiple convolution kernels 

(K1, K2, …, K M−2,K M). Each KM represents a linear 

convolution function in the Mth kernel, which can be 

represented as: 

KM (x, y) =∑  𝑡
𝑝=−𝑡 ∑  𝑢

𝑞=−𝑢 ∑  𝑣
𝑟=−𝑣 WM(p, q, r)I(x−p, y−q, z−r)(2) 

In this article CNN will be used as feature extractor only. The 

deep features extracted will be used for classification on 

different classifiers.  In this research paper we have used 

ResNet50 for feature extraction [14]. The use of ResNet50 has 

been inspired by literature survey done for this research article. 

B. Feature Fusion 

We have extracted low level features from initial layers as 

well as high level features from final layers. As low-level 

features are very helpful in identifying color and simple edges 

information whereas high level features are very helpful in 

identifying complex shapes so a mix of these features will be 

used as final feature vector for CNN. 

CNN extracts low level features from low level layers and 

high-level features from high level convolution layers. Low level 

features are generally rich in information like colour, positions, 

smaller edges whereas deep layers are able to extract more 

abstract features like complex geometric patterns and bigger 

shapes. CNN extracts only those deep layer features that it thinks 

are most relevant for classification purpose. There are many 

problems in which lower-level features perform better like 

classification of images which have complex texture contours. In 

some problems high level features are more important so Feature 

Fusion method provides a way to combine the low-level features 

as well as high level features in a fused feature vector that has 

very rich semantic information about the image. This fused 

feature vector that can be used for classification and can boost 

classification accuracy. In our Efficient Net we have used feature 

maps of convolution layers from all 5 blocks of ResNet 50. We 

have fused the features to get a feature vector of length 2048 

which is same as final feature vector of ResNet 50, Since we 

need both original deep features and fused feature vector to 

evaluate the efficiency of feature fusion, we added Feature 

fusion layer to ResNet 50 in parallel to layer just before dense 

layers as shown in figure 1. 

The final feature sets of both original deep features and fused 

deep features is then given to the dense layers of ResNet50 so 

that classification is carried out on these features.  

 
 

Figure 1: Showing Feature fusion in ResNet50. 

C. Gray level Co-Occurrence Matrix (GLCM) 

It is one of the most popular choice of researchers, it is a 

texture-based feature extraction method. The GLCM is used to 

determine the spatial textural relationship between pixels by 

performing second-order statistics operations on the images [15]. 

The GLCM determines the frequency of combinations of the 

pixel brightness values. A matrix is formed next which has 

exactly same number of rows and columns in it as there are 

number of gray values in the image. The GLCM features that we 

used in this study are: contrast, correlation, energy, entropy, 

homogeneity, sum variance, sum entropy, dissimilarity, 
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difference entropy, inverse difference normalized. These features 

can be computed with following formulas: 

Contrast=∑  
𝐺𝑚𝑎𝑥−1
𝑛=0 {𝑛2𝑝𝑥−𝑦(𝑛)} 

Correlation =
∑  

𝐺𝑚𝑎𝑥
𝑖=1 {∑  

𝐺𝑚𝑎𝑥
𝑗=1 {𝑖.  𝑗.  𝑝𝑖,𝑗}}−𝜇𝑥 .𝜇𝑦

𝜎𝑥 .𝜎𝑦
 

Energy= ∑  
𝐺𝑚𝑎𝑥
𝑖=1 {[ℎ𝑖]

2} 

Entropy=− ∑  
𝐺𝑚𝑎𝑥
𝑖=1 {∑  

𝐺𝑚𝑎𝑥
𝑗=1 {𝑝𝑖,𝑗  . 𝐿𝑛[𝑝𝑖,𝑗]}} 

Homogeneity=∑  
𝐺𝑚𝑎𝑥
𝑖=1 {∑  

𝐺𝑚𝑎𝑥
𝑗=1 {

1

1+(𝑖−𝑗)2 . 𝑝𝑖,𝑗  }} 

Sum variance=∑  
2 .  𝐺𝑚𝑎𝑥
𝑛=2  {(𝑛 − ∑  

2 .  𝐺𝑚𝑎𝑥
𝑛=2  {𝑛 . 𝑝𝑥+𝑦(𝑛) }

2
) 

 . 𝑝𝑥+𝑦(𝑛)} 

Sum entropy=− ∑  
2 .  𝐺𝑚𝑎𝑥
𝑛=2  { 𝑝𝑥+𝑦(𝑛) . 𝐿𝑛[𝑝𝑥+𝑦(𝑛)]} 

Dissimilarity=∑  
𝐺𝑚𝑎𝑥
𝑖=1 {∑  

𝐺𝑚𝑎𝑥
𝑗=1 {|𝑖 − 𝑗| . 𝑝𝑖,𝑗 }} 

Difference entropy= − ∑  
𝐺𝑚𝑎𝑥−1
𝑛=0 { 𝑝𝑥−𝑦(𝑛) . 𝐿𝑛[𝑝𝑥−𝑦(𝑛)]} 

Inverse difference=∑  
𝐺𝑚𝑎𝑥
𝑖=1 {∑  

𝐺𝑚𝑎𝑥
𝑗=1 {

1

1+|𝑖−𝑗|
. 𝑝𝑖,𝑗  }} 

Where 𝐺𝑚𝑎𝑥  is maximum quantized value, 𝑝𝑖,𝑗  are pixel 

locations, σ is standard deviation and μ is variance. 

D. Local binary pattern (LBP) 

Local binary pattern is also one of the most popular feature 

extraction techniques that extracts features in the form of 

textures from images [16]. LBP is a very simple algorithm with 

high discrimination power. LBP shows very little change against 

changes in the grayscale levels of an image. LBP works in a 

simple way by selecting a pixel and its neighbours. LBP then 

compares the weight of the central pixel by its neighbour pixels. 

If the weight of neighbour pixel is smaller than central pixel then 

assigns “0” to the neighboring pixel otherwise it assigns a “1” to 

the neighbour pixel. The weight of the central pixel is then 

calculated using Equation. (3) 

𝐿𝐵𝑃𝑃𝑥
,𝑅𝑑

(𝑊𝑐) = ∑  
𝑃𝑥−1
𝑘=0 𝑏(𝐼𝑘 − 𝐼𝑐). 2𝑘                      (3) 

Here Px and Rd represent the number of neighboring pixels 

and radius respectively, b(i) is representing the binary threshold 

function and is given by,  

𝑏(𝑖) = {0,   𝑖 < 0 1,   𝑥 ≥                                          (4) 

Ik and Ic represent the intensities of the kth neighboring pixel 

and central pixel respectively. Fig 2 shows the process of 

calculating the intensity of the central pixels using neighboring 

pixel values. 

 

Figure 2: Binary code calculation of the central pixel in LBP 

Since we are dealing with binary numbers so for each cell of 

dimension 3*3, the maximum number of intensity values 

calculated is 256, i.e., 28. Intensity values for all pixels are 

calculated and plotted in the form of histogram. Once all the 

histograms are calculated for all the cells in an image, the next 

step is normalization of histograms so that all values will be in a 

given range or we can say all values are mapped to certain range. 

These normalize histograms are then concatenated to create the 

feature vector that will be used as input to classifier. 

E. SVM 

This algorithm belongs to the class of supervised learning of 

machine learning algorithms. It is a simple but efficient 

classification and regression algorithm used by researchers for 

the last two decades. From the literature review we have seen the 

usefulness of SVM in medical domain. The idea behind the 

working of SVM is very simple and easy: just find the 

hyperplane which will divide the feature space into different 

target output classes. Generally, the hyperplane generated by 

SVM is for linear data but the data for classification is much 

more complex and non-linear in nature. So there is a need for 

some measure that will deal with non-linearity problem for that 

we have a number of kernels for SVM. Mathematically, we can 

state SVM as: 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤. 𝑥 + 𝑏)                                          (5)  

here sign () = {1, -1} 1 for positive numbers and-1 for negative 

numbers, w is weight, x is input data and b is bias of hyperplane. 

The objective here is hyperplane should maximize the difference 

between classes so the optimization problem becomes: 

𝑚𝑖𝑛
1

𝑁
𝑤𝑇 . 𝑤 subjected to 𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) ≥ 1, 𝑖 = 1 𝑡𝑜 𝑁       (6) 

This equation is with respect to linear separable plane but the 

data may not be linear separable so we have to find a hyperplane 

in a higher dimension that will separate the classes for this we 

will use LaGrange’s dual for above problem, we will add for 

each ‘i’ a slack variable 𝛿𝑖.  

𝛿𝑖 = 𝑚𝑎𝑥 (0, 1 − 𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏))  and LaGrange’s multipliers 

𝛼1,  𝛼2, 𝛼3, … … , 𝛼𝑛 >=0 and solve this by using quadratic 

programming as follow: 

𝐿(𝑤, 𝑏, 𝛼)= 
1

𝑁
𝑤𝑇 . 𝑤 − ∑  𝑛

𝑖=1 𝛼𝑖𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) + ∑  𝑛
𝑖=1 𝛼𝑖     (7) 

Finally, our optimization problem becomes: 

𝐿(𝛼) = ∑  

𝑛

𝑖=1

𝛼𝑖 −
1

𝑁
∑  

𝑛

𝑖,𝑗=1

𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝑥𝑖 . 𝑥𝑗   

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∑  𝑛
𝑖=1 𝛼𝑖 . 𝑦𝑖 = 0, 𝛼𝑖 ≥ 0        (8) 

Let us suppose that 𝛼𝑖
∗  is optimal solution then we can easily 

find the optimal values for weight and bias as: 

𝑤∗ = ∑  𝑛
𝑖=1 𝑦𝑖𝛼𝑖

∗𝑥𝑖 and 

 𝑏∗ =
1

𝑁
𝑤∗[𝑥𝑝 + 𝑥𝑛] 

Where 𝑥𝑝 𝑎𝑛𝑑 𝑥𝑛 are support vectors.  

Now if we use the kernel in SVM the above equation 8 can be re 

written as: 

 𝐿(𝛼)  = ∑  𝑛
𝑖=1 𝛼𝑖 −

1

𝑁
∑  𝑛

𝑖,𝑗=1 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝐾(𝑥𝑖 . 𝑥𝑗)  

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∑  𝑛
𝑖=1 𝛼𝑖 . 𝑦𝑖 = 0, 𝛼𝑖 ≥ 0                                    (9) 
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Where the dot product of 𝑥𝑖 . 𝑥𝑗is replaced by 𝐾(𝑥𝑖 . 𝑥𝑗), here K is 

kernel may be linear, polynomial or exponential. We have used 

Gaussian radial basis function as kernel which is an exponential 

function given as: 

𝐾(𝑥𝑖 , 𝑥𝑗)=exp (-𝛾‖𝑥𝑖 − 𝑥𝑗‖2)                        (10) 

𝑤ℎ𝑒𝑟𝑒 𝛾 > 0 is parameter of kernel.  

F. K-nearest Neighbors  

This algorithm is a fairly simple and very useful algorithm for 

classification purposes. It also belongs to the class of supervised 

learning algorithms. It simply starts with deciding the number of 

neighbors (k), then calculate the Euclidean distance of K 

neighbors. Count the data points in each category; assign the 

new data to category in which data points are maximum. 

Euclidean distance can be found using following formula: 

Euclidean distance=√(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 

The problem with KNN is the selection of optimal value of K, 

for smaller K values the data gets noisy and effect of outlier can 

be seen on its performance. For bigger values of K the algorithm 

over fits data so we have to take a value that is neither too big 

nor too small, we have taken K as 5 that is also default value.  

G. Naïve Bayes 

This algorithm is one of the faster algorithms in machine 

learning algorithms. This algorithm assumes the input features 

are independent of each other and are contributing equally int 

the prediction of class. It uses byes theorem to calculate the 

probability of one event occurring from the probability of 

another event already occurred. Mathematically:  

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
       (11) 

P(A) is priori probability of A, P(A|B) is posteriori 

probability. If we add the assumption of Naïve to Bayes 

theorem, we can write Bayes Theorem as: 

P(A|𝐵1, 2, 𝐵3 … . . 𝐵𝑛) =  
𝑃(𝐴) 𝑃 (𝐴) 𝑃(𝐴)………….𝑃(𝐴)  𝑃(𝐵)

𝑃(𝐵1) 𝑃(𝐵2) 𝑃(𝐵3)………….𝑃(𝐵𝑛)
        (12) 

We can write the above equation as: 

P(A|𝐵1 , 2, 𝐵3 … . . 𝐵𝑛) ∝  𝑃(𝐵) ∏  𝑛
𝑖=1 𝑃(𝐴)      (13) 

Now if we select the maximum probability for different input 

values of B, it becomes out Naïve Bayes Classifier, which can be 

mathematically stated as: 

𝐵 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑦𝑃(𝐵) ∏  𝑛
𝑖=1 𝑃(𝐴)       (14) 

H. Boosted Tree 

Boosted tree algorithm is basically a collection of decision 

trees connected sequentially so that the next tree minimizes the 

error of previous tree. In this algorithm decision trees are weak 

learners but their combination and error residual checking on 

previous trees make this algorithm more efficient. Logarithmic 

loss function is used to compute loss.  

𝐻𝑃(𝑞) = −
1

𝑁
∑  𝑁

𝑖=1 𝑦𝑖  . 𝑙𝑜𝑔(𝑃(𝑦𝑖)) + (1 − 𝑦𝑖). 𝑙𝑜𝑔(1 − 𝑃(𝑦𝑖))  

(15) 

We have to select learning rate (α) and number of decision trees 

carefully in this algorithm because it controls working of overall 

algorithm. It is recommended that we keep a smaller learning 

rate initially. Similarly, number of estimators (n_estimators) also 

has an effect on over fitting of algorithm. A large number of 

estimators make it prone to over fitting. The steps in boosting 

algorithm are as follow: 

𝑓1(𝑋) = 𝑦  

the residual becomes y- α𝑓1(𝑋) 

𝑓2(𝑋) ≈ y- α𝑓1(𝑋) 

the residual becomes y- α𝑓1(𝑋)- α𝑓2(𝑋)  

𝑓3(𝑋) ≈ y- α𝑓1(𝑋)- α𝑓2(𝑋)  and so.  

I. Majority Voting  

Majority voting is a method of combining results from a 

number of ensemble classifiers in machine learning. The basic 

idea behind the working of majority voting is that aggregate the 

result of each classifier and predicts the target class based on 

majority of voting. Mainly majority voting is of two types hard 

voting and soft voting. Hard voting simply takes in account the 

highest probability of predicted result and declares it as output. 

Whereas in soft voting the average of output probability is taken 

and the class with highest average is taken as final result. In this 

article we have used soft voting technique. 

𝑌’ = 𝑎𝑟𝑔𝑚𝑎𝑥
1

𝑛
∑  𝑛

𝑖=1 (𝑝1,𝑝2,……….𝑝𝑛,)
                     (16) 

Where, 𝑌’ is final output of majority voting, ‘n’ is number of 

classifiers, 𝑝𝑖  is probability of ith classifier. 

IV. EXPERIMENTATION AND RESULTS 

In this research paper three feature extraction algorithms are 

used. CNN and feature fused CNN for deep feature extraction, 

LBP and GLCM for extraction of textural features. Four well 

known classifier algorithms are used SVM, KNN, Naïve Bayes 

and Boosted trees. The choice of classification algorithm is 

based on the literature survey. All these algorithms have shown 

great potential in medical image diagnosis. Figure 3 gives an 

overview of the experiment. 

 

Figure 3: Overview of proposed system 

Implementation of proposed system was done in Python using 

Tensor flow and keras on Google COLAB. 10-Fold cross 

validation was used to training and testing purpose of our prosed 

system. 20 % of data from dataset was used for testing purpose 

of the model. Test data was not used in during 10-fold cross 

validation so this data is totally new for model. Dataset was 

preprocessed in order to remove unwanted noise and blur that 
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exist in the images during capturing process. For this, the image 

is first applied with a 2D Gaussian smoothing filter, as in 

Equation 16. 

𝐺(𝑥, 𝑦) =
1

2𝜋𝜎2 𝑒
𝑥2+𝑦2

2𝜎2  (16) 

Where x is the distance from the origin in horizontal axis, y is 

the distance from the origin in vertical axis, and σ is the standard 

deviation of the Gaussian distribution [4]. After applying 

smoothing filter 2D median filtering was applied for sharpening 

of image so that gray level intensities at corners and edges 

become more apparent. Preprocessing reduces the amount of 

false feature information by reducing noise and other undesired 

information. 

   

   

         

           
Figure 4: Sample of histopathology images in collected dataset. 

 

LBP generated a feature vector of length 256. GLCM generated 

feature vector of length 22. ResNet50 generated 2048 features. 

We applied PCA to include only those features that can give 

better accuracy and removing any insignificant features that 

don’t contribute significantly in the accuracy of the classification 

algorithms. After applying PCA number of features of LBP was 

reduced to 89. GLCM features were reduced to 13. Deep 

features extracted by ResNet50 were not reduced because it is a 

fused feature set and we wanted to keep all the features. The 

feature selection is based on the effect of features on accuracy of 

classification algorithm. We have performed rigorous 

experiments to see the optimal number of features at which 

classification algorithms performed better. Table 1 gives the 

accuracy of classification algorithms based on the types of 

feature extraction algorithm. 

 

Table 1: Accuracy obtained by classifier algorithms on different types 

of features 

 Deep 

Features 

Fused 

deep 

Features 

LBP GLCM 

SVM 90.39% 94.16% 89.57% 92.53% 

KNN 86.17% 88.37% 81.11% 90.35% 

Naïve Bayes 88.29% 91.82% 90.63% 92.61% 

Boosted trees 91.63% 95.68% 91.47% 93.72% 

The proposed hybrid ensemble method achieved 

highest accuracy of 98.71% 

 

 

A comparative analysis of proposed system has been done 

with other similar already existing methods in the form of a 

table. Table 2 shows the domain in which researcher has done 

the similar work, features used by researcher, classification 

algorithms used and the accuracy achieved by their method. 

  

Table 2: Showing the performance comparison in terms of accuracy of 

proposed methods with other similar methods. 
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From table 2, it is clear that our proposed method is performing 

better than other listed methods. Das et al., [9] has also achieved 

a comparable accuracy in his work of oral squamous cell 

carcinoma diagnosis. Chang et al., [11] also achieved very good 

accuracy of 93.81% by using clinicopathologic and genomic 

features. In terms of classification accuracy, we can conclude 

that proposed method is better in detection of oral cancer from 

histopathological images and can be used as a potential tool for 

timely and accurate diagnosis of oral malignancies. 

V. ABLATION STUDY 

In this section the effect of various feature extraction methods 

on classification algorithms. An investigation of feature fusion 

mechanism on CNN will also be done. For evaluation purpose 

accuracy will be chosen as primary evaluation metric. 

A. Effect of Fused Deep Features on classifiers 

In case of SVM we can clearly see that the classification 

accuracy has increased significantly from 90.39% to 94.16% 

when we used fused deep features instead of conventional deep 

features. The main reason behind this improvement is that fused 

features are more diverse and informational as it contains both 

low level and high-level features.  

In case of KNN the classification accuracy has increased by 

2.20% by using fused features and final classification accuracy 

of 88.37% which is lowest of all classifiers. The reason for this 

is that the dimensionality of deep features and fused deep 

features is higher than most of the other types of features. Hence 

KNN suffers with large dimensional data and produces poor 

result. 

In case of Naïve Bayes classifier, the classification accuracy 

increased from 88.29% to 91.82% when we used fused feature 

set. The reason for this increase in classification accuracy is that 

Naïve Bayes treats each feature as independent of other and 

treats them equally important, so fused feature vector is diverse 

than conventional deep features hence diversity of features aided 

to enhance the accuracy of Naïve Bayes. 

In case of Boosted Tree there is significant increase from 

91.63% to 95.68%. The reason is that Boosted Trees usually 

produce poor result when the feature used for classification are 

corelated, but in case of fused features the features are diverse 

and there is a very less of correlation among them as they are 

collected from different layers. Hence Boosted trees performed 

better than other classifiers.  

B. Effect of LBP and GLCM features on classifiers 

LBP and GLCM are both feature extraction methods based on 

texture feature extraction. LBP extracts local texture patterns 

whereas GLCM extracts second order statistical texture patterns. 

From table 1 it can be clearly seen that LBP is the worst 

performer among all feature extraction methods. GLCM has 

achieved better results on classifiers. SVM achieved 92.53% 

classification accuracy as compared to 89.57% with GLCM and 

LBP respectively. KNN achieved 90.35% classification accuracy 

on GLCM and 81.11% accuracy on LBP. The reason for this 

difference is that KNN has effect of magnitude of features, the 

greater the magnitude of feature the greater will be distance 

value of Euclidean distance in KNN. Hence performance is 

affected more in LBP than in GLCM because the magnitudes of 

LBP features are greater than GLCM features. For Naïve Bayes 

there is a difference of 2% accuracy in LBP and GLCM. GLCM 

performed better than LBP because of the local correlation 

between LBP features is more than GLCM. In case of Boosted 

Tree, GLCM performed better than other classifiers and 

achieved 93.72% accuracy as compared to 91.47% on LBP. The 

reason for this being GLCM features are more distinctive than 

LBP features, hence Boosted trees perform better with GLCM. 

VI. CONCLUSION 

In this research paper we attempted to study three well known 

feature extraction algorithms. These algorithms were applied to 

histopathology images of oral cavity for feature extraction. 

Extracted features were applied to four classifiers and their 

classification accuracies were calculated.  These classifiers were 

then combined with majority voting algorithm to predict the 

final output. The results obtained in table conclude that deep 

features and GLCM features perform better than LBP features. 

Boosted trees achieved highest accuracy of all three four 

classifiers on all types of features. Feature fusion in CNN has 

shown great potential for classification of histopathology 

images. Clearly, we can see a remarkable increase in accuracy of 

classifiers on fused CNN features rather than basic CNN 

features. Fusion of all these feature extractors can be used in 

creation of a diagnostic tool that can aid a pathologist in early 

and timely detection of oral cancer from histopathology images. 

The proposed method could be developed as a tool that could 

provide a second opinion to the pathologist in case diagnosis is 

inconclusive. 

In future we plan to study and apply more complex feature 

extraction algorithms on medical image classification. We will 

enhance the proposed model to classify multi-modality medical 

images like MRI and CT scans in future by making necessary 

changes in initial layers and fine tuning in layers where needed. 

Also, we attempt to create and publish a publicly available 

benchmark database for oral histopathology images so that 

researchers can work on it and get the ample amount of data to 

work with. 

In the last conclusion remark the future direction for 

researchers willing to work in this domain is to explore the 

feature fusion and attention mechanism in case of histopathology 

images. Feature fusion and feature attention is also a domain that 

is needed to be explored because of its capability to improve the 

classification results in case of medical images.   
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