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Abstract:Evaluation of descriptive answers is important for 
analyzing the growth of students. It may be helpful for a job 
interview, for academic purposes, and in many more fields.
research we discussed the importance of evaluating descriptive 
answers for analyzing student growth and how it is useful in 
various fields. With the increase in online exams due to the 
pandemic, objective-type questions are evaluated through different 
software, but there is a lack of system for evaluating descriptive 
answers.As manual evaluation is time-consuming, the probability 
approach is used in this research, which is compared with a pre
trained model and cosine similarity approach.In this research, we 
have used a probability approach, a pre-trained model, a cosine 
similarity approach, and compared it with a manually assigned 
score by a subject expert. The analysis concludes that the 
probability approach provides efficient results compared to other 
methods. 

Index Terms:Cosine Similarity, Descriptive answer, 
Probability Approach, Similarity Score. 

I. INTRODUCTION 

During the COVID pandemic situation, we have new 
experiences to familiarize ourselves with online exams.
education sector, there is a lot of online student data. It may be 
their Google forms, assignments for examination purposes. The 
examination part plays a vital role in the student’s academic 
phase. Because of the huge amount of data, it is important to 
handle it with a proper system. In the pandemic situation, many 
institutions shifted their examinations online too. Objective type 
questions are easy to evaluate, and they can be evaluated 
automatically with correct results. But the main purpose of the 
exam is knowledge understood by students. Descriptive answers 
may be helpful in checking overall student growth, progress, and 
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positive change. But evaluation of descriptive answers is 
difficult through online mode. It is a lengthy textual answer 
given by students, and it will become difficult for the examiner 
to evaluate dozens of student submissions.
while checking the numbers on the paper or towards some 
students at the same time as comparing the solutions. To 
formulate scores obtained by students, we have used Natural 
Language Processing (NLP), a certain existing tool, and a 
probability approach.  

II. OBJECTI

The main objective of this research is to use the concept of 
text analysis through a probabilistic approach, a pre
model, and a cosine similarity approach to accurately evaluate 
descriptive answers in an online mode. Here
techniques to score the student answer. Further, we compare 
those scores with scores given by a teacher or subject expert. 
Our purpose is to find out which method gives better results.

III. DATA PRE-

For this study, we collected response
basic ideas about the experiment. To gather answers from 
students, we ask the question, "What is the deterministic 
experiment?" We have collected 129 samples of data through a 
Google Form. Online-collected data is not structured. Th
need for structured data to apply the additional tools
For comparison purposes, we need the ideal score, which we 
find out manually through subject experts. Using NLTK, the 
conversion of primary data into structured format is done.

A. Lower 

If the textual content is in the same case, it is easy for a device 
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positive change. But evaluation of descriptive answers is 
difficult through online mode. It is a lengthy textual answer 
given by students, and it will become difficult for the examiner 
to evaluate dozens of student submissions. It may get biased 
while checking the numbers on the paper or towards some 
students at the same time as comparing the solutions. To 
formulate scores obtained by students, we have used Natural 
Language Processing (NLP), a certain existing tool, and a 

BJECTIVE 

The main objective of this research is to use the concept of 
text analysis through a probabilistic approach, a pre-trained 
model, and a cosine similarity approach to accurately evaluate 
descriptive answers in an online mode. Here we use three 
techniques to score the student answer. Further, we compare 
those scores with scores given by a teacher or subject expert. 
Our purpose is to find out which method gives better results. 

-PROCESSING 

For this study, we collected responses from students who had 
basic ideas about the experiment. To gather answers from 
students, we ask the question, "What is the deterministic 
experiment?" We have collected 129 samples of data through a 

collected data is not structured. There is a 
need for structured data to apply the additional tools (see fig. 1). 
For comparison purposes, we need the ideal score, which we 
find out manually through subject experts. Using NLTK, the 
conversion of primary data into structured format is done. 

If the textual content is in the same case, it is easy for a device 
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to interpret the phrases because the lower case and upper case 
are handled differently through the machine.  As an example, 
words like Exam and exam are treated differently via machin
So, we need to make the text within the identical case and the 
most desired case is a lower case to keep away from such issues

B. Tokenization  

Tokenization is the system of dividing textual content into a 
set of significant pieces. Those pieces are referred to as tokens. 
For instance, we will divide a bit of textual content into words, 
or we can divide it into sentences. Depending on the task at 
hand, we will outline our personal situations to divide the 
entered text into significant tokens. 

 

C. Remove Stopwords  

Stopwords are the most typically taking place words in a text 
which do not provide any valuable data. stopwords like they, 
there, this, where, and many others are a number of the
stopwords. NLTK library is a common library that is used 
remove stopwords and consists of approximately 180 stopwords 
which it removes. 

D. Stemming  

Stemming is a method to reduce the word to its root stem as 
an example run, running, runs, runed derived from the same 
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E. Lemmatization 

Lemmatization is similar to stemming, used to stem the words 
into root words however differs in running. actually, 
Lemmatization is a systematic way to reduce the words into their 
lemma by way of matching them with a language dictionary

IV. RESEARCH M

1) By Probability Method  

The probability formula defines the likelihood of an event 

happening. The formula to calculate the probability of an 
event is equivalent to the ratio of favourable outcomes to the 
total number of outcomes. Probabilities always range 
between 0 and 1. For an experiment having 'n' number of 
outcomes, the number of favorable outcomes can be denoted 
by x. The formula to calculate the probability of an event is 
as follows: 
 

(____:
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Fig. 1. Flowchart of the Process 
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In this case, using probability, we can find out whether the 

answer given by the student is likely to be the correct answer 
given by the experts or not. After multiplying the scores by the 
probability, we get the scores obtained by students. This gives us 
a value that represents to what extent the ideal response and the 
student's response are similar. In this case, we may consider the 
favourable outcome to be the presence of common words in both 
sentences, i.e., the response of the student and the ideal response. 
And the number of all possible outcomes is given by the number 
of all words present in the student's answer and the ideal answer. 
In this case, using probability, we can find out whether the 
answer given by the student is likely to be the correct answer 
given by the experts or not. After multiplying the scores by the 
probability, we get the scores obtained by students. This gives us 
a value that represents to what extent the ideal response and the 
student's response are similar. In this case, we may consider the 
favourable outcome to be the presence of common words in both 
sentences, i.e., the response of the student and the ideal response. 
And the number of all possible outcomes is given by the number 
of all words present in the student's answer and the ideal answer.
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2) Pre-trained Model 

The Hugging Face is a community and data science platform 
that provides tools that enable users to build, train, and deploy 
ML models based on open source (OS) code and technologies. 
This can be useful for semantic textual similarity, semantic 
search, or paraphrase mining. Hugging Face 
source community that quickly became an enticing hub for pre
trained deep learning models, mainly aimed at NLP. Their core 
mode of operation for natural language processing revolves 
around the use of transformers. You can use this framework
compute sentence / text embeddings for more than 100 
languages. 

Using Hugging Face pre-trained models, calculate students' 
scores. This is a sentence-transformer model: It maps sentences 
and paragraphs to a 768-dimensional dense vector space and can 
be used for tasks like clustering or semantic search. It has been 
trained on 215M (question-answer) pairs from diverse sources. 
Next, multiply the result of the score by its similarity using the 
pre-trained model to get the score obtained by the student.
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3) Similarity Score using cosine formula

The probability Cosine similarity measures the similarity 
between two vectors in an inner product space. It is measured by 
the cosine of the angle between two vectors and determines 
whether two vectors are pointing roughl
Cosine similarity is a measure of similarity, often used to 
measure document similarity in text analysis. Cosine similarity 
is a measure of similarity that can be used to compare documents 
or, say, give a ranking of documents with 
vector of query words. Let x and y be two vectors for 
comparison. We use the equation to compute the cosine 
similarity. 
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where A and B are vectors: 
A.B is the dot product of A and B. It is computed as the sum 

of the element-wise products of A and B.
||A|| is the Euclidean norm of A. It is computed as the square 

root of the sum of squares of the elements of the vector A.
In this case, to discover the cosine similarity among phrases, 

we regard A as a student's answe
Then multiply the result of the score with cosine similarity to get 
the score obtained by the student. 

V. RESULT

For Comparing different methods' scores with the ideal score 
using ANOVA (this analysis is given by SPSS), we checked 
assumption of homogeneity of variance. Levene’s test is used to 
determine whether two or more groups have equal variances or 
not. 

Problem-1: 
𝐻଴= Variance is equal across methodology 
𝐻ଵ=Variane is not equal across methodology  

 

Table I. Test of Homogeneity of variance 

 
From Table 1, in problem 1, the p

reject the null hypothesis. This means we have sufficient 
evidence to say that the variance between the three methods is 
significantly different. In other words, the 
have equal variances. 

The variance between the scores is not the same for all 
methodologies. Therefore, we use a robust test of equality of 
means to check the variation of the mean between the 
methodologies. 

 

Journal of Scientific Research, Volume67, Issue2, 2023 

  107 

ilarity Score using cosine formula 

The probability Cosine similarity measures the similarity 
between two vectors in an inner product space. It is measured by 
the cosine of the angle between two vectors and determines 
whether two vectors are pointing roughly in the same direction. 
Cosine similarity is a measure of similarity, often used to 
measure document similarity in text analysis. Cosine similarity 
is a measure of similarity that can be used to compare documents 
or, say, give a ranking of documents with respect to a given 
vector of query words. Let x and y be two vectors for 
comparison. We use the equation to compute the cosine 

)3.(Eq  

A.B is the dot product of A and B. It is computed as the sum 
wise products of A and B. 

||A|| is the Euclidean norm of A. It is computed as the square 
root of the sum of squares of the elements of the vector A. 

In this case, to discover the cosine similarity among phrases, 
we regard A as a student's answer and B as an ideal answer. 
Then multiply the result of the score with cosine similarity to get 

ESULT 

For Comparing different methods' scores with the ideal score 
using ANOVA (this analysis is given by SPSS), we checked the 
assumption of homogeneity of variance. Levene’s test is used to 
determine whether two or more groups have equal variances or 

is equal across methodology  
=Variane is not equal across methodology   

geneity of variance  

 

From Table 1, in problem 1, the p-value is less than .05, so we 
reject the null hypothesis. This means we have sufficient 
evidence to say that the variance between the three methods is 
significantly different. In other words, the three groups do not 

The variance between the scores is not the same for all 
methodologies. Therefore, we use a robust test of equality of 
means to check the variation of the mean between the 



 Institute of Science, BHU Varanasi, India

Problem-2: 
𝐻଴=There is no difference between the methodology and Ideal 
score    
𝐻ଵ=There is difference between the methodology and Ideal score

 
Table I. Robust Tests of Equality of Means

From Table 2, this p-value is less than .05, so reject the null 
hypothesis. This means we have sufficient evidence to say that 
there is a difference between the methodology and the ideal 
score. To pairwise compare, we use the Multiple Comparison 
Test (MCT). This test is performed when certain experimental 
conditions have a statistically significant mean difference or 
when there is a specific aspect between the group means. In 
some cases, the equal variance or homoscedasticity assumption 
is violent during the ANOVA process or pairwise comparisons. 
Here for multiple comparison, by considering problem 1, we 
take statistics of Tamhane’s and Dunnett’s T3. For that we 
define problem-3 ,  problem-4  and  problem-5. 

Problem-3: 

 𝐻଴ ∶  𝜇ூௗ௘௔௟_௦௖௢௥௘ = 𝜇௦௖௢௥௘ଵ 

𝐻ଵ ∶  𝜇ூௗ௘௔௟_௦௖௢௥௘ ≠ 𝜇௦௖௢௥௘ଵ 

Problem-4: 

𝐻଴ ∶  𝜇ூௗ௘௔௟_௦௖௢௥௘ = 𝜇௦௖௢௥௘ଶ 

   𝐻ଵ ∶  𝜇ூௗ௘௔௟_௦௖௢௥௘ ≠ 𝜇௦௖௢௥௘ଶ

Problem-5: 

𝐻଴ ∶  𝜇ூௗ௘௔௟_௦௖௢௥௘ = 𝜇௦௖௢௥௘ଷ 

𝐻ଵ ∶  𝜇ூௗ௘௔௟_௦௖௢௥௘ ≠ 𝜇௦௖௢௥௘ଷ 

 
Table II. Multiple Comparison 

From Table III, we can see that p-value is less than 0.05, 
therefore, we reject the null hypothesis for Problem
for the Problem-5. For Problem-3, p-value is 0.826 (for 
Tamhane’s method) and 0.824 (for Dunnett’s T3 method) which 
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value is less than 0.05, 

he null hypothesis for Problem-4 as well as 
value is 0.826 (for 

Tamhane’s method) and 0.824 (for Dunnett’s T3 method) which 

is greater than 0.05. Hence, we failed to reject the null 
hypothesis. Therefore, we can conclude that there is no 
significant difference in Ideal Score and score _1 
calculated from Probability approach.

VI. CONCLUSION

In the future, on-line coaching study approaches will be 
extensively used in many institutions. Descriptive solution 
checking techniques will assist in evaluating students' solutions. 
We have used a probability approach, a pre
cosine similarity technique, and compared it with a manually 
assigned score by a subject expert. We have applied a robust test 
to check the equality mean and conclude that there is a 
difference between the methodologies. As per the st
result (from problem 3), we can observe that the probability 
approach gives a better result as compared to the pre
model and cosine similarity approach. For the future, the 
probability approach will be more useful in descriptive answer 
checking as compared to a pre-trained model and the cosine 
similarity approach. 
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